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Abstract—The inverted generational distance (IGD) indicator has been frequently used for performance evaluation of many-objective algorithms. In this paper, we discuss the sensitivity of performance evaluation results by the IGD to the specification of a reference point set. Through computational experiments, we demonstrate that misleading evaluation results can be obtained by the use of the IGD. The reason for the misleading evaluation results is that the IGD tends to favor a solution set with a similar distribution to the reference point set. We demonstrate that such an undesirable bias of the IGD can be decreased by increasing the size of the reference point set and the size of solution sets to be compared. It is also shown that the bias can be decreased by using a modified IGD indicator called the inverted generational distance plus (IGD⁺). However, the bias becomes more severe by increasing the number of objectives. Our experimental results clearly demonstrate the necessity of very careful examination of performance comparison results by the IGD and IGD⁺ indicators.
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I. INTRODUCTION

In the EMO (Evolutionary Multiobjective Optimization) community, the hypervolume (HV) indicator [1] has been used for performance evaluation of EMO algorithms. The use of the HV for comparing solution sets has a strong theoretical support. That is, there is no other Pareto-compliant unary indicator [2]. When a solution set \( A \) is better than another solution set \( B \) in terms of Pareto dominance, \( A \) always has a larger HV value than \( B \) (i.e., \( HV(A) > HV(B) \)).

One difficulty in the use of the HV indicator is its large computation load especially for many-objective optimization. In the field of evolutionary many-objective optimization [4]-[6], the inverted generational distance (IGD) indicator has been frequently used. To the best of our knowledge, the name of “inverted generational distance” first appeared in 2004 [7], [8]. However, a similar indicator was used in the 1990s by Czyzak & Jaszkiewicz [9] where the distance between solutions was calculated by the weighted achievement scalarizing function. This indicator in [9] was referred to as \( D1_{\alpha} \) in [10] and \( I_{10} \) in [3].

The IGD with the Euclidean distance was also used in 2003 in [11], [12]. The Euclidean distance has been almost always employed in the IGD since 2004 [7], [8]. Currently, the IGD seems to be the most frequently used performance indicator in the field of evolutionary many-objective optimization (e.g., [13]-[16]). However, since the IGD is not Pareto-compliant, misleading or incorrect comparison results can be obtained. That is, a solution set \( A \) is not always evaluated as being better than another solution set \( B \) even when \( A \) is better than \( B \) in terms of Pareto dominance.

In a series of our former studies [17]-[19], we discussed the difficulty in the use of the IGD indicator. We also proposed its modified version called the “inverted generational distance plus” (IGD⁺). More specifically, we demonstrated that different comparison results were obtained from the IGD when we used different reference point sets in [17]. In [18], we explained that the IGD⁺ is weakly Pareto-compliant while the IGD is not weakly Pareto-compliant. In [19], we demonstrated that Pareto-incompliant comparison results were actually obtained by the IGD through computational experiments on a number of pairs of solution sets \( A \) and \( B \) where \( A \) was better than \( B \) in terms of Pareto dominance. Fig. 1 shows an example of such a pair of solution sets \( A \) and \( B \) for a two-objective minimization problem. In Fig. 1, the solution set \( A \) is better than \( B \) in terms of Pareto dominance (i.e., each solution in \( B \) is dominated by at least one solution in \( A \)). However, the better solution set \( A \) has a worse (i.e., larger) HV value than \( B \) in Fig. 1 (a). That is, Fig. 1 (a) is an example of Pareto-incompliant comparison of two solution sets by the IGD. The basic idea in the IGD⁺ is to calculate the distance from each reference point to the dominated region by a solution set as shown in Fig. 1 (b). This idea can be viewed as the incorporation of Pareto dominance between a reference point and a solution in their distance calculation.

Fig. 1. Example of a pair of solution sets \( A \) and \( B \) where \( A \) is better than \( B \) in terms of Pareto dominance.
The idea of the dominance-based distance calculation in the IGD$^\dagger$ was further extended to the distance calculation between two solution sets by Li et al. [20]. Other ideas to calculate the distance between two solution sets have also been proposed. For example, Schütze et al. [21] combined the IGD with the generational distance (GD [22]) to define a new indicator $\Delta_g$.

In this paper, we examine the sensitivity of performance evaluation results by the IGD and IGD$^\dagger$ indicator to a reference point set. We generate two solution sets $A$ and $B$ such that $A$ can be viewed as clearly being better than $B$. One solution set $A$ is obtained by an EMO algorithm for minimizing all objectives in a test problem (e.g., WFG [23]) while the other solution set $B$ is obtained by the same EMO algorithm for maximizing all objectives in the same test problem. When they are compared as solution sets of the original minimization problem, $A$ should be evaluated as being better than $B$.

An example of two solution sets $A$ and $B$ is shown in Fig. 2 (a) where MOEA/D with the weighted Tchebycheff function [24] is applied to the two-objective WFG4 problem with the setting of the population size 10. In Fig. 2 (a), the red curve is the true Pareto front of the original WFG4 problem while the green curve is the Pareto front of its maximization problem variant. As shown in Fig. 2 (a), the solution set $A$ is clearly better than $B$ as a solution set of the minimization problem.

In our computational experiments, we generate reference points using the weighted Tchebycheff function in MOEA/D. First we analytically find the best solution for the weighted Tchebycheff function with each weight vector for the maximization problem. In Fig. 2 (b), ten blue circles on the green curve are obtained in this manner. The blue circles in Fig. 2 (b) look the same as the solution set in Fig. 2 (a). This is because they are obtained for the same weighted Tchebycheff function with the same set of weight vectors by MOEA/D in (a) and by analytical optimization in (b). Then the nearest point on the red curve to each blue circle is found. In this manner, ten blue squares are obtained as reference points in Fig. 2 (b).

As we can see from Fig. 2, the generated reference points have a similar distribution to the solution set $B$. However, since all reference points are on the red curve, they may be much closer to the solution set $A$ than $B$. Intuitively, it is not likely that the solution set $B$ (green circles) is evaluated as being better than $A$ (red circles) as a solution set of the minimization problem. However, the solution set $B$ is often evaluated as being better than $A$ by the IGD as shown later in this paper.

This paper is organized as follows. In Section II, we briefly explain the IGD and IGD$^\dagger$ indicators. In Section III, we explain how to generate two solution sets $A$ and $B$ where $A$ can be viewed as clearly being better than $B$. In Section IV, we evaluate each solution set using the IGD and IGD$^\dagger$ indicators for the WFG4-9 problems with 3-5 objectives. Whereas $A$ is clearly better than $B$, $B$ is often evaluated as being better than $A$ by the IGD and IGD$^\dagger$ indicators. Experimental results are discussed in Section V. In Section VI, we conclude this paper.

II. INVERTED GENERATIONAL DISTANCE AND ITS VARIANT
A. Inverted Generational Distance: IGD

Let us assume that we have the following minimization problem with $m$ objectives:

$$\text{Minimize } f(x) = (f_1(x), ..., f_m(x)) \text{ subject to } x \in X,$$

where $f(x)$ is an $m$-dimensional objective vector, $f_i(x)$ is the $i$th objective to be minimized $(i = 1, 2, ..., m)$, $x$ is the decision vector, and $X$ is the feasible region.

The IGD indicator measures the average distance from each reference point to its nearest solution in the objective space. Let us denote a reference point set as $Z = \{z_1, z_2, ..., z_Z\}$ where $z_i$ is a point in the objective space. The reference point set can be viewed as an approximation of the Pareto front. When the Pareto front is known, each reference point is usually sampled from the Pareto front (i.e., $z_i$ is on the Pareto front). Let us denote a solution set $A$ as $A = \{a_1, a_2, ..., a_a\}$ where $a_i$ is a point in the objective space. The IGD indicator is defined as:

$$\text{IGD}(A) = \frac{1}{|Z|} \sum_{i=1}^{Z} \min_{j=1}^{|A|} d(z_i, a_j),$$

where $d(z_i, a_j)$ is a distance between $z_i$ and $a_j$ in the objective space. In (2), $\text{IGD}(A)$ is calculated as the average value of the distance from each reference point $z_i$ in $Z$ to its nearest solution in $A$ (see Fig. 1 (a)). As the distance $d(z_i, a_j)$, the Euclidean distance has been usually used in the field of evolutionary many-objective optimization (e.g., [13]-[16]).

As shown in Fig. 3 (a), even if a solution $b$ is dominated by a solution $a$, the distance from a reference point $z$ to $b$ can be smaller than the distance from $z$ to $a$. This explains why the IGD is not Pareto-compliant. A simple idea for avoiding such an inconsistent distance calculation result is to calculate the distance from the reference point $z$ to the dominated region by $a$ as shown in Fig. 3 (b). This is the basic idea of the IGD$^\dagger$. 

![Fig. 3. Distance calculation in the IGD and the IGD$^\dagger$.](image-url)
B. Inverted Generational Distance Plus: IGD+

The distance calculation for the IGD' in Fig. 1 (b) and Fig. 3 (b) looks complicated. However, it is very simple even for many-objective problems. In the IGD', the Euclidean distance from the reference point \( z = (z_1, z_2, ..., z_m) \) to the dominated region by the solution \( a = (a_1, a_2, ..., a_n) \) is calculated for minimization problems as

\[
d^* (z, a) = \sqrt{\left(\max|a_i - z_i|, 0\right)^2 + \cdots + \left(\max|a_m - z_m|, 0\right)^2}. \tag{3}
\]

In (3), the \( r \)th objective is used for the distance calculation only when its value \( a_r \) of the solution \( a \) is inferior to \( z_r \) of \( z \) (e.g., the first objective in Fig. 3 (b) for minimization problems). If its value \( a_r \) of the solution \( a \) is not inferior to \( z_r \) of \( z \) (e.g., the second objective in Fig. 3 (b)), the \( r \)th objective is not used for the distance calculation from \( z \) to \( a \) in the IGD'.

Since the IGD' is based on the dominance relation between the solution \( a \) and the reference point \( z \) for each objective, a different formulation is needed for maximization problems as

\[
d^* (z, a) = \sqrt{\left(\max|z_i - a_i|, 0\right)^2 + \cdots + \left(\max|z_m - a_m|, 0\right)^2}. \tag{4}
\]

Except for the change from \( (a_i - z_i)^2 \) to \( (\max|a_i - z_i|, 0)^2 \) in (3) or to \( (\max|z_i - a_i|, 0)^2 \) in (4), there is no difference between the IGD and the IGD'. The IGD' has the same advantage as the IGD: Simplicity of its computation. This is an advantage over the HV indicator. At the same time, the IGD' has an additional advantage: Weakly Pareto-compliant [18]. As shown in Fig. 3 (b), when the solution \( b \) is dominated by the solution \( a \), the distance from the reference point \( z \) to the dominated region by \( b \) is never smaller than that from \( z \) to the dominated region by \( a \). As a result, we can say that the IGD' is weakly Pareto-compliant [18]. However, the distance from \( z \) to the dominated region by \( b \) can be the same as that from \( z \) to the dominated region by \( a \) (e.g., this is the case in Fig. 3 (b) if \( a_1 = b_1 \)). Thus we cannot say that the IGD' is Pareto-compliant. That is, even when a solution set \( A \) is better than another solution set \( B \) in terms of Pareto dominance, \( A \) and \( B \) can have the same IGD' value (whereas \( B \) cannot have a larger IGD' value than \( A \)). Recently, the IGD' has been added to the list of quality indicators in jMetal 5.0 [25].

III. SPECIFICATION OF SOLUTION SETS AND REFERENCE POINTS

In our computational experiments, we generate a pair of solution sets \( A \) and \( B \) in a manner that \( A \) can be always viewed as clearly being better than \( B \). One solution set (called solution set \( A \)) is obtained by applying an EMO algorithm (called algorithm EMO-A) to a test problem. We use the MOEA/D with the weighted Tchebycheff function [24]. The solution set \( A \) is the set of all non-dominated solutions in the final population. As test problems, we use WFG4-9 [23]. It should be noted that all of them are minimization problems. We do not use any normalization of the objective space in this paper.

The other solution set (called solution set \( B \)) is obtained by applying the same EMO algorithm to the same test problem for maximizing all objectives. That is, the EMO algorithm is used for maximizing all objectives of the minimization problem. This algorithm is referred to as algorithm EMO-B. The two algorithms EMO-A and EMO-B are the same. However, the EMO-A is used to minimize the objectives of the minimization problem (i.e., its standard use) while the EMO-B is used to maximize the objectives of the same minimization problem (i.e., its meaningless use). The solution set \( B \) is the set of all non-dominated solutions with respect to the maximization of all objectives in the final population. Since all objectives are maximized by the EMO-B algorithm, the obtained solution set \( B \) can be viewed as a kind of the worst solution set of the original minimization problem (e.g., see Fig. 2 (a)).

As an example, we apply the MOEA/D with the weighted Tchebycheff function to the three-objective WFG4 problem in Fig. 4 where the population size is specified as 105 (i.e., the number of weight vectors is specified as 105). The obtained solution sets \( A \) and \( B \) are shown in Fig. 4 (a) and Fig. 4 (b), respectively. They are also shown from a different angle in Fig. 4 (c). It is clear from Fig. 4 (c) that the solution set \( A \) is better than \( B \) for the original minimization problem.

For generating reference points in Fig. 4 (d), we first find the best solution of the weighted Tchebycheff function for each of the 105 weight vectors for the maximization problem. The set of the 105 best solutions is similar to the solution set \( B \) in Fig. 4 (b). Then the nearest Pareto optimal solution on the Pareto front of the minimization problem to each of the 105 best solutions is sampled in the objective space as a reference point. Since all reference points in Fig. 4 (d) are on the Pareto front of the minimization problem, they should be close to the solution set \( A \) in Fig. 4 (a). However, Fig. 4 (d) has some similarity to the solution set \( B \) in Fig. 4 (b). In our computational experiments, we examine whether EMO-A is correctly evaluated as a better algorithm than EMO-B for the original minimization problem by measuring the quality of the solution sets \( A \) and \( B \) using the following four performance indicators: GD, IGD, IGD' and HV.

![Fig. 4. Solution sets A and B for the three-objective WFG4 problem and the generated reference point set (Population size: 105).](image-url)
IV. EXPERIMENTAL RESULTS

In the first computational experiment, we examine the effect of the population size on the performance evaluation results using the WFG4 problem with three, four and five objectives. Various values from 3 to 3876 are examined as the population size. The increase in the population size means the increase in the number of reference points as well as the increase in the size of solution sets to be compared. In the second computational experiment, we specify the population size as 105, 126 and 120 for the WFG4-9 problems with three, five and eight objectives, respectively. This is because such a small population has often been used in recent studies on evolutionary many-objective optimization. For example, in the NSGA-III paper [13], the population size was specified as 92, 212 and 156 for test problems with three, five and eight objectives, respectively. In the third computational experiment, we specify the population size as 105, 126 and 120 for the WFG4-9 problems with three, five and eight objectives. This is because such a small population has often been used in recent studies on evolutionary many-objective optimization. For example, in the NSGA-III paper [13], the population size was specified as 92, 212 and 156 for test problems with three, five and eight objectives, respectively. In the third computational experiment, we specify the population size using the population size as shown in Fig. 5 (a). In the same manner, we report average results over 20 runs.

A. Computational Experiment 1 on WFG4

Our first computational experiment is performed on the WFG4 problems under the following settings:

Number of objectives ($m$): 3, 4, 5,
Termination condition: $m \times 20,000$ solution evaluations,
Population size:
  Three-objective: 3, 6, 10, 15, 21, 28.
  Four-objective: 4, 10, 20, 35, 56, 84, 120, 165, 220, 286.
  Five-objective: 5, 15, 35, 70, 126, 210, 330, 495, 715, 1001, 1365, 1820, 2380, 3060, 3876.

For each test problem, we examine all possible values as the population size from its minimum value (i.e., 3 for $m = 3$, 4 for $m = 4$, and 5 for $m = 5$) until the correct comparison result is obtained by the IGD for at least two different specifications of the population size. For the three-objective WFG4 problem, the algorithm EMO-B is incorrectly evaluated as being better than EMO-A by the IGD when the population size is specified as 3, 6, 10 and 15. However, when the population size is specified as 21 and 28, EMO-A is correctly evaluated as being better than EMO-B. Thus we do not examine any larger value than 28 as the population size as shown in Fig. 5 (a). In the same manner, our first computational experiment is also performed for the WFG4 problems with four and five objectives.

In Fig. 5, we show average results over 20 runs on the three-objective WFG4 problem. The same reference point set is used for the IGD, IGD+ and GD calculations in all runs for each specification of the population size: 3, 6, 10, 15, 21 and 28. For the HV calculation, the reference point is specified as (3, 5, 7). In general, an $m$-objective problem, the reference point for the HV calculation is specified as $(3, 5, 7, \ldots, 2m+1)$. It should be noted that larger HV values mean better evaluation results in Fig. 5 whereas smaller IGD, IGD+ and GD values mean better evaluation results.

When the population size is very small (e.g., 10) in Fig. 5 (a), the maximization algorithm EMO-B is evaluated as being better than the minimization algorithm EMO-A for the minimization problem (since the solution set $B$ has the smaller IGD value than $A$). An example of two solution sets $A$ and $B$ and a reference point set is shown in Fig. 6 for the case of the population size 10. Whereas the solution set $B$ is not close to the Pareto front as shown in Fig. 6 (c), $B$ is evaluated as being better than the solution set $A$ in Fig. 5 (a) by the IGD indicator.
When the number of reference points and the number of solutions in each solution set are small, undesirable situations for the IGD indicator (e.g., Fig. 3 (a)) are more likely to happen. Thus the incorrect comparison result is obtained in Fig. 5 (a) when the population size is specified as 3, 6 and 10. However, those specifications are not realistic (i.e., unusually small).

By increasing the number of objectives, solutions and reference points become sparse in the objective space. As a result, undesirable situations in Fig. 3 (a) are more likely to happen in many-objective problems. In the same manner as Fig. 5, we show our experimental results for the WFG4 problems with four and five objectives in Fig. 7 and Fig. 8, respectively. In Fig. 7 (a), the maximization algorithm EMO-B is incorrectly evaluated as being better than EMO-A when the population size is about 100. Such an incorrect comparison result is obtained even when the population size is about 1000 in Fig. 8 (a). These observations show the difficulty of using the IGD indicator for many-objective optimization. When we used the other indicators in Fig. 5, Fig. 7 and Fig. 8, the minimization algorithm EMO-A is correctly evaluated as being better than EMO-B except for some cases where the population size is unusually small. However, unfortunately, this is not always the case as we show in the next two subsections.

One may wonder why the inconsistency comparison result is obtained by the weakly Pareto-compliant IGD indicator in Fig. 7 (b) and Fig. 8 (b). This is because the Pareto dominance relation does not always hold between the solution sets A and B (whereas all solutions in A are close to the Pareto front and all solutions in B are far from the Pareto front).

### B. Computational Experiment 2 on WFG4-9

In our second computational experiment, we examine whether the incorrect comparison result (i.e., the maximization algorithm EMO-B is evaluated as being better than the minimization algorithm EMO-A for minimization problems) is obtained for the WFG4-9 problems with three, five and eight objectives. The following settings are used:

- The number of objectives \((m)\): 3, 5, 8.
- Termination condition: \(m \times 200\) generations.
- Population size: 105 \((m = 3)\), 126 \((m = 5)\), 120 \((m = 8)\).

All the other settings such as the crossover and mutation operators are the same as in the first computational experiment. Experimental results are summarized in Tables I-VI. Each entry in each table shows the average indicator value over 20 runs for each test problem. For example, 0.83E7 in the right-bottom corner cell of Table I means that the average HV value of the solution set \(B\) for the eight-objective WFG4 problem over 20 runs is \(0.83 \times 10^7\). The incorrect comparison result is highlighted by the bold red font in each table (larger HV values mean better evaluation whereas smaller IGD, IGD\(^+\) and GD values mean better evaluation).

In Tables I-VI, EMO-B is incorrectly evaluated as being better than EMO-A by the IGD for all test problems with five and eight objectives. When the IGD\(^+\) is used, the incorrect comparison result is not obtained for the five-objective WFG4-9 problems. However, EMO-B is incorrectly evaluated as being better than EMO-A by the IGD\(^+\) indicator for the eight-objective WFG4-9 problems. When GD is used, the incorrect comparison result is obtained for the eight-objective WFG4, WFG7 and WFG8 problems. Except for the eight-objective WFG9, the HV indicator works well. The GD indicator looks better than the IGD\(^+\) in Tables I-VI. However, this totally depends on the situation as shown in the next subsection.

#### TABLE I. EXPERIMENTAL RESULTS ON THE WFG4 PROBLEM.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Three-objective</th>
<th>Five-objective</th>
<th>Eight-objective</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(A)</td>
<td>(B)</td>
<td>(A)</td>
</tr>
<tr>
<td>IGD</td>
<td>0.33</td>
<td>1.52</td>
<td>3.53</td>
</tr>
<tr>
<td>IGD(^+)</td>
<td>0.20</td>
<td>1.52</td>
<td>1.16</td>
</tr>
<tr>
<td>GD</td>
<td>0.57</td>
<td>1.54</td>
<td>1.43</td>
</tr>
<tr>
<td>HV</td>
<td>73.2</td>
<td>19.5</td>
<td>7.19E3</td>
</tr>
</tbody>
</table>

#### TABLE II. EXPERIMENTAL RESULTS ON THE WFG5 PROBLEM.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Three-objective</th>
<th>Five-objective</th>
<th>Eight-objective</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(A)</td>
<td>(B)</td>
<td>(A)</td>
</tr>
<tr>
<td>IGD</td>
<td>0.34</td>
<td>1.54</td>
<td>3.40</td>
</tr>
<tr>
<td>IGD(^+)</td>
<td>0.24</td>
<td>1.54</td>
<td>1.19</td>
</tr>
<tr>
<td>GD</td>
<td>0.55</td>
<td>1.55</td>
<td>1.28</td>
</tr>
<tr>
<td>HV</td>
<td>69.3</td>
<td>19.2</td>
<td>6.82E3</td>
</tr>
</tbody>
</table>
### TABLE III. EXPERIMENTAL RESULTS ON THE WFG6 PROBLEM.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Three-objective</th>
<th>Five-objective</th>
<th>Eight-objective</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Set A</td>
<td>Set B</td>
<td>Set A</td>
</tr>
<tr>
<td>IGD</td>
<td>0.34</td>
<td>1.52</td>
<td>3.77</td>
</tr>
<tr>
<td>IGD⁺</td>
<td>0.23</td>
<td>1.52</td>
<td>1.35</td>
</tr>
<tr>
<td>GD</td>
<td>0.53</td>
<td>1.54</td>
<td>1.45</td>
</tr>
<tr>
<td>HV</td>
<td>70.5</td>
<td>19.5</td>
<td>6.42E3</td>
</tr>
</tbody>
</table>

### TABLE IV. EXPERIMENTAL RESULTS ON THE WFG7 PROBLEM.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Three-objective</th>
<th>Five-objective</th>
<th>Eight-objective</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Set A</td>
<td>Set B</td>
<td>Set A</td>
</tr>
<tr>
<td>IGD</td>
<td>0.33</td>
<td>1.51</td>
<td>3.39</td>
</tr>
<tr>
<td>IGD⁺</td>
<td>0.19</td>
<td>1.51</td>
<td>1.17</td>
</tr>
<tr>
<td>GD</td>
<td>0.54</td>
<td>1.53</td>
<td>1.49</td>
</tr>
<tr>
<td>HV</td>
<td>73.3</td>
<td>19.7</td>
<td>7.20E3</td>
</tr>
</tbody>
</table>

### TABLE V. EXPERIMENTAL RESULTS ON THE WFG8 PROBLEM.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Three-objective</th>
<th>Five-objective</th>
<th>Eight-objective</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Set A</td>
<td>Set B</td>
<td>Set A</td>
</tr>
<tr>
<td>IGD</td>
<td>0.36</td>
<td>1.52</td>
<td>3.80</td>
</tr>
<tr>
<td>IGD⁺</td>
<td>0.26</td>
<td>1.52</td>
<td>1.52</td>
</tr>
<tr>
<td>GD</td>
<td>0.59</td>
<td>1.54</td>
<td>1.24</td>
</tr>
<tr>
<td>HV</td>
<td>67.9</td>
<td>19.6</td>
<td>5.19E3</td>
</tr>
</tbody>
</table>

### TABLE VI. EXPERIMENTAL RESULTS ON THE WFG9 PROBLEM.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>Three-objective</th>
<th>Five-objective</th>
<th>Eight-objective</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Set A</td>
<td>Set B</td>
<td>Set A</td>
</tr>
<tr>
<td>IGD</td>
<td>0.35</td>
<td>1.51</td>
<td>3.47</td>
</tr>
<tr>
<td>IGD⁺</td>
<td>0.26</td>
<td>1.51</td>
<td>1.37</td>
</tr>
<tr>
<td>GD</td>
<td>0.55</td>
<td>1.53</td>
<td>1.00</td>
</tr>
<tr>
<td>HV</td>
<td>66.8</td>
<td>19.6</td>
<td>5.67E3</td>
</tr>
</tbody>
</table>

### C. Computational Experiment 3 on WFG4-9

Our experimental results in the previous subsection showed that the maximization algorithm EMO-B was often incorrectly evaluated as being better than EMO-A for the minimization problems by the IGD indicator. One may think that such an incorrect comparison result was obtained since the solution set \( A \) included less solutions than \( B \) (e.g., see Fig. 4 and Fig. 6). Actually, the number of obtained non-dominated solutions is often smaller than the population size when the MOEA/D with the weighted Tchebycheff function is used. For example, it was reported in [26] that the number of different non-dominated solutions was about 50-60% of the population size for the many-objective DTLZ2 [27] problems with 4-6 objectives.

One may also think that the incorrect comparison result was obtained by the IGD indicator since the solutions in \( A \) were not uniformly distributed (see Fig. 2, Fig. 4 and Fig. 6). It has been known that uniformly distributed solutions cannot be obtained by the weighted Tchebycheff function with uniformly distributed weight vectors (e.g., see [28], [29]). The following modification has often been used in the weighted Tchebycheff function for the weight vector \( w = (w_1, w_2, \ldots, w_m) \):

\[
\lambda_i = \frac{1}{w_i}, \quad i = 1, 2, \ldots, m.
\]

For \( w_i \) with \( w_i = 0 \) in (5), a very small positive real number is used instead of 0. In this paper, we use \( 10^{-12} \) as \( w_i \) if \( w_i = 0 \).

Using this modification, we apply the MOEA/D with the weighted Tchebycheff function to the three-objective WFG4 problem. Fig. 9 (a) shows the obtained solution set \( A \). Using the same EMO algorithm for maximizing all objectives of the three-objective WFG4 problem, we obtain the solution set \( B \) in Fig. 9 (b). These two solution sets are shown in Fig. 9 (c) from a different angle. We can see from Fig. 9 (c) that the solution set \( A \) is clearly better than \( B \) as a solution set of the original minimization problem. Fig. 9 (d) shows the reference point set obtained from the weighted Tchebycheff function with the modified weight vectors for the maximization variant of WFG4. In Fig. 9 (a), many solutions in the solution set \( A \) are obtained around the bottom-left corner of the Pareto front. However, there are many reference points in the top-right region of the Pareto front in Fig. 9 (b). This may imply that the IGD, IGD⁺ and GD indicators have large values for the solution set \( A \). The solutions in \( B \) in Fig. 9 (b) have some similarity to the reference point set in Fig. 9 (d). However, all solutions in \( B \) are far from the Pareto front as shown in Fig. 9 (c). So, it is likely that the solution set \( A \) will be correctly evaluated as being better than \( B \) by most performance evaluation indicators.

In the same manner as in the previous subsection, we evaluate the two solution sets \( A \) and \( B \) using the four indicators (i.e., IGD, IGD⁺, GD and HV) for the WFG4-9 problems with three, five and eight objectives. Average results over 20 runs for each test problem are shown in Tables VII-XII.

![Fig. 9. Solution sets A and B for the three-objective WFG4 problem and the generated reference point set from the solution set B (Population size: 105).](image-url)
The incorrect comparison result is highlighted by red bold font in Tables VII-XII. The incorrect comparison result is obtained by the IGD for all WFG4-9 problems with five and eight objectives and by the GD for most of those test problems. The IGD looks a better performance indicator than the IGD in Tables VII-XII (the same observation was also obtained in Tables I-VI). The IGD also looks better than the GD in Tables VII-XII. However, we cannot say that the IGD is always a better performance indicator than the GD (see Tables I-VI in the previous subsection). The comparison between these two measures (i.e., GD and IGD) totally depends on the situation. With respect to the comparison between the IGD and the IGD, the IGD looks a better indicator than the IGD in all tables. This is due to the incorporation of the dominance relation between a solution and a reference point for each objective into the distance calculation in IGD (i.e., due to the weakly Pareto-compliant property of the IGD). In Tables I-XII, the correct comparison result was almost always obtained by the Pareto-compliant performance indicator HV.

## DISCUSSIONS ON EXPERIMENTAL RESULTS

One may think that reference points should be uniformly sampled from the entire Pareto front. As shown in Fig. 4 (d) and Fig. 9 (d), the reference points in our computational experiments are biased. This may be the main reason for the incorrect comparison result by the distance-based performance indicators (i.e., IGD, IGD and GD) in this paper. However, even when we uniformly sample reference points from the entire Pareto front, the incorrect comparison results can be obtained by these distance-based indicators as shown in Fig. 10 (a similar example was also shown in [30]). In Fig. 10, nine reference points are uniformly sampled as (2, 18), (4, 16), ..., (18, 2). Eight solutions in the solution set are located at the midpoint between each pair of the adjacent reference points as (3, 17), (5, 15), ..., (17, 3). Seven solutions in the solution set are located at (4.5, 16.5), (6.5, 14.5), ..., (16.5, 4.5). From Fig. 10, we can say that A is a better solution set than B in terms of both the convergence of solutions to the Pareto front and the spread of solutions. However, the solution set B is incorrectly evaluated as being better than A by the GD and the IGD (while A is evaluated as being better than B by IGD):

$$GD(A) = \sqrt{2} > GD(B) = \sqrt{12} / 2,$$

$$IGD(A) = \sqrt{2} > IGD(B) = (7 \sqrt{2} / 2 + 2 \sqrt{8.5}) \approx 1.198$$

$$IGD'(A) = 1 < IGD'(B) = (7 \sqrt{2} / 2 + 2 \times 2.5) \approx 1.106.$$
VI. CONCLUDING REMARKS

Through computational experiments, we demonstrated that the incorrect comparison result was often obtained by the IGD indicator for many-objective WFG4-9 problems. The incorrect comparison result was more likely to be obtained by increasing the number of objectives and decreasing the size of solution sets. More reliable comparison results were obtained from IGD than IGD in our computational experiments. However, for some test problems, the incorrect comparison result was obtained by all the GD, IGD and IGD’ indicators. That is, misleading results can be obtained even when we use all of these three indicators. From our experimental results, we can see that performance comparison results by these distance-based indicators should be examined very carefully especially for many-objective problems. The use of a large number of uniformly distributed reference points increases the reliability of the distance-based indicators. However, as shown in Fig. 10, incorrect comparison results can be obtained even when sets of uniformly distributed solutions are compared using uniformly distributed reference points. It may be advisable to use the hypervolume together with the distance-based indicators.
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